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● Graph Neural Network 

GNN empowers graph learning via message passing.

Graph Context Empower Graph Learning
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https://tkipf.github.io/graph-convolutional-networks/

Graph Context

https://tkipf.github.io/graph-convolutional-networks/


GNNs vs. MLPs

GNNs are powerful for graph while MLPs are 

computationally efficient.
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MLPs GNNs

Effectiveness
(for graph)

Worse performance Superior performance

Efficiency Computationally efficient Computationally cost



Begin with an Intriguing Phenomenon

GNN and MLP have the same trainable weight. 

● If the dimensions of the hidden layers are the same
● we refer to that MLP as a PeerMLP

What will happen if we directly adopt the weights of a 
converged PeerMLP to GNN?
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Transfer Weights from MLP to GNN

Weights from a fully-trained PeerMLP make GNN 
performs very well.
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1. Trained here

2. Transfer



Further Investigation

● PeerMLP      ;    GNN
●            is only trained by PeerMLP

The loss curve decreases while the accuracy curve are 
increas.

The GNN can be optimized by updating its PeerMLP.
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MLPInit

For a target GNN,

1. Construct its PeerMLP

2. Train PeerMLP to 

converge →

3. Initialize GNN with

4. Fine tune the GNN
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Why “Embarrassingly Simple”?  Construct a PeerMLP 

and train it.



At a Glance: Faster and Better

1. MLPInit can accelerate GNN training by  providing a 

better initialization of GNN.

2. MLPInit obtain better accuracy, gain performance 

improvement.
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How Fast MLPInit Accelerate GNN? 

MLPInit can significantly reduce the training time of 
GNNs.
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How Well does MLPInit Perform? 

MLPInit improves the prediction performance for node 
classification .
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How Well does MLPInit Perform? 

MLPInit improves the prediction performance for link 
prediction task.
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Why Perform Well? 

● Loss Landscape: 

MLPInit helps find better local minima for GNNs.
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Why Perform Well? 

● Weight distribution

MLPInit produces more high-magnitude weights, 
indicating better optimization of GNN.
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Thank you!

Xiaotian Han
Texas A&M University

han@tamu.edu
https://ahxt.github.io
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